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# ВВЕДЕНИЕ

***Актуальность***

В современном мире все больше компаний переходят на онлайн модель ведения бизнеса, сегодня любая экосистема – начиная с новостей, кино, обучения, заканчивая банками, фондовыми биржами – более удобна в онлайн, чем в оффлайн формате. За каждым таким IT бизнесом стоит отдельная группа приложений, которые, общаясь между собой и сторонними системами, обеспечивают работу современных IT компаний.

Однако далеко не всегда такую работу можно назвать надежной, в современном мире большое количество проблем, связанных с доступностью приложения и с корректностью выполнения его бизнес-логики.

Проблемы с доступностью могут возникать по целому ряду причин. Например, возникли проблемы с сетью, пропал сетевой доступ до какого-то конкретного сервиса, сервис под нагрузкой стал медленнее отвечать, приложение вышло за пределы своих ресурсов и перестало работать совсем, инфраструктура, в которой развернут сервис, дала сбой и вновь один и тот же результат – сервис недоступен.

Проблемы с корректностью выполнения бизнес-логики приложения тоже могут возникать по множеству разных причин, в зависимости от конкретного бизнеса причины будут специфические. Для примера возьмем онлайн банк, который открывает новые дебетовые счета и выдает кредиты. В такой банковской IT системе мы можем перестать отправлять уведомления об открытии нового счета при специфических параметрах, начать выдавать большие кредиты людям с низким уровнем кредитоспособности, одобрять кредиты на небольшие суммы людям с высоким уровнем кредитоспособности и т. д., результат всегда один и тот же – сервис отступает от своей бизнес-логики и работает некорректно.

Интересно то, что такие проблемы, если они не массовые, бывает очень сложно обнаружить. Например, в случае отказа одного стороннего сервиса, наше приложение стало обрабатывать запросы в два раза дольше, а мы этого можем даже не узнать – видно, что приложение как-то работает, а если работает, то лучше не трогать. В случае с банком 0.5% клиентам может не приходить уведомление об открытии счета, то есть в целом система работает – мы видим, что счета открываются и клиенты ими пользуются, при этом можем даже не подозревать о том, что на самом деле каждый день теряем весомый процент потенциальной прибыли.

Решением подобного рода проблем является мониторинг приложений. Мониторинг – сбор, обработка, агрегирование и отображение в реальном времени количественных показателей системы, например общее число и тип запросов, количество ошибок и их типы, время обработки запросов и время функционирования серверов (SRE book).

Мониторинг позволяет профилировать приложение на каждом из этапов его работы, экспортировать и собирать технические и бизнес метрики приложения. Благодаря мониторингу и своевременному оповещению, можно добиться прозрачного представления о работе приложения и вовремя реагировать на появление проблем с работой приложения.

***Цель работы***

Целью данной работы является разработка системы для построения мониторинга, анализа аномалий и своевременного предупреждения со следующими свойствами:

1. Программный API для построения, экспорта метрик
2. Развертывание облачной инфраструктуры для сбора и построения графиков с метриками
3. Реализация алгоритмов для анализа аномалий во временных рядах и экспорт метрик с аномалиями
4. Построение графиков в пользовательском интерфейсе посредством программного API
5. Пользовательский интерфейс для отображения графиков с метриками приложения
6. Система предупреждения, отправляющая уведомления о сбоях в популярные мессенджеры

***Объект и предмет исследования***

Объект исследования: экосистема мониторинга приложения.

Предмет исследования: API для построения метрик, алгоритмы для анализа аномалий, система оповещения о сбоях.

***Задачи*:**

* Изучить существующие подходы к реализации мониторинга в приложениях и существующие инфраструктурные решения;
* Выявить требования к системе для построения мониторинга со стороны конфигурации метрик, анализа аномалий, пользовательского интерфейса

***Методы***

В современном мире все больше и больше компаний переходят в мир информационных технологий. Некоторые используют гибридную модель и работают как в оффлайн, так и в онлайн, кто-то ведет бизнес полностью в рамках глобальной паутины. В XXI веке даже крупные финансовые структуры, например банки, могут полностью функционировать только благодаря IT. Вместе с распространением этого перехода от оффлайн среде к онлайн, изменяются и привычные методы отчетности, документооборота, систем контроля и наблюдения за ключевыми показателями бизнеса. Если раньше необходимо было вести документы в бумажном формате, то теперь есть электронный документооборот и цифровые подписи, если раньше…, если раньше необходимо было собирать KPI бизнеса вручную, опрашивая коллег из разных отделов, то теперь это можно делать в режиме реального времени, имея полную детализацию и прозрачность бизнес-процессов. В IT индустрии такие показатели называются метриками. Современные IT компании стараются собирать все больше и больше собственных метрик

Рано или поздно любая современная IT компания сталкивается

Цель исследования.

Задачи исследования.